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TSG Hoffenheim: Football in the Age of
Analytics

“There are inefficiencies in the transfer
market. Lots of clubs pay too much money for
players that are low quality. [...] We think
we've got some tools that will make us
evaluate teams and players much more
accurately with data than human eye is able

How Midtjylland took the analytical route to.” (Mirror, 18 Feb 2016)

theguardian
home ) football livescores tables competitions results fixtures clubs U =all

Midtjylland

towards the Champions League
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Human versus Algorithm

Résumé screening experiments by Cowgill (2017)

Human- Algorithm-

Selected Selected
Candidates Candidates
Status quo (B)
(A)
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Human versus Algorithm

Algorithm learned from "watching” humans screen CVs

CV Lisa Hanssen

PERSONAL INFORMATION

3.291

1.398 1.398 2.194
0 0 2.194
0 0 0

1.398 1.398 1.097

IT UNIVERSITY OF COPENHAGEN



Human versus Algorithm

Findings
* The marginal candidate picked by the machine, but not by
human screeners, was

* 17% more likely to pass a face-to-face interview and
receive a job offer offer

* 15% more likely to accept job offers when extended by the
employer
 more productive (lines of code) once hired as employees

* In addition, candidates picked by the machine
* had better soft skills, e.g., leadership and cultural fit

* were more diverse in terms of gender, race, education,
gualifications, and experience
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Theory



Cognitive Heuristics and Biases

THE NEW YORK TIMES BESTSELLER

THINKING,

FAST .. SLOW

DANIEL

KAHNEMAN

WINNER OF THE NOBEL PRIZE IN ECONOMICS
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Cognitive Heuristics and Biases
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Angry!

Source: https://www.youtube.com/watch?v=CjVQJdIrDJO
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Cognitive Heuristics and Biases

17 x 24 is 408

|T U N lVERSlTY O F CO PEN HAG EN Source: https://www.youtube.com/watch?v=CjVQJdIrDJO



Cognitive Heuristics and Biases

System 1

* Intuitive thinking
* Fast
* Automatic
e Effortless
* Implicit
 Emotional

IT UNIVERSITY OF COPENHAGEN

System 2

* Rational thinking
* Slow

e Conscious
e Effortful
* Explicit

* Logical
Areas of the Brain Affiliated with Areas of the Brain Affiliated with
System 1 Processing System 2 Processing

http://www.texasenterprise.utexas.edu/2015/02/17/research-brief/mapping-managers-brain-
incentives



Cognitive Heuristics and Biases

Do System 1 and System 2 always work well together?

<+ A bat and a ball together cost $1.10
** The bat costs a dollar more than the ball
< How much does the ball cost?

IT UNIVERSITY OF COPENHAGEN .
Source: https://www.youtube.com/watch?v=CjVQJdIrDJO



Cognitive Heuristics and Biases

Daniel Kahneman
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Amos Tversky
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Cognitive Heuristics and Biases

The Representativeness Heuristic

 When making a judgment about an individual (or object or
event), people tend to look for traits an individual may have
that correspond to previously formed stereotypes.

w
s .

|T UNlVERSlTY OF COPENHAGEN Source: Bazerman & Moore (2009), Tversky & Kahneman (1974)




Cognitive Heuristics and Biases

The Representativeness Heuristic

e |llustration:

e “Steve is a very shy and withdrawn, invariably helpful, but
with little interest in people, or in the world of reality. A
meek and tidy soul, he has a need for order and structure,
and a passion for detail.”

 What is the probability that Steve is a...

— Salesman

— Librarian

|T UNlVERSlTY OF COPENHAGEN Source: Bazerman & Moore (2009), Tversky & Kahneman (1974)



Cognitive Heuristics and Biases

The Representativeness Heuristic
* Insensitivity to base rates

* The fact that there are many more salesman than librarians
in the population should be considered in your judgment.

0

0

|T UNlVERSlTY OF COPENHAGEN Source: Bazerman & Moore (2009), Tversky & Kahneman (1974)



Cognitive Heuristics and Biases

The Availability Heuristic

* People assesses frequency, probability, or likely causes of an
event by the degree to which instances or occurrences of that
event are readily available in their memory.

24/7

AVAILABILITY

|T UNlVERSlTY OF COPENHAGEN Source: Bazerman & Moore (2009), Tversky & Kahneman (1974)
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Cognitive Heuristics and Biases

The Availability Heuristic

e Ease of recall based on vividness

World Fire Statistics
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Source: Bazerman & Moore (2009), Tversky & Kahneman (1974)




Cognitive Heuristics and Biases

The Availability Heuristic

e Ease of recall based recency

e |llustration

* People are more likely to purchase insurance to protect
themselves from a natural disaster (e.g. earthquake) that
they have just experienced than they are to purchase such
an insurance before this type of disaster occurs.

* In fact, the risk for a second earthquake in the same
location diminishes after an earthquake (excluding

aftershocks)

|T UNlVERSlTY OF COPENHAGEN Source: Bazerman & Moore (2009), Tversky & Kahneman (1974) >



Cognitive Heuristics and Biases

The Halo Effect

|T UNlVERSlTY OF COPEN HAG EN Source: Bazerman & Moore (2009), Tversky & Kahneman (1974),

http://www.maniacworld.com/halo-effect.html



COGNITIVE BIAS CODEX
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Human versus Algorithm

Meta Analysis by Grove et al. (2010)
* Extension of Meehl’s (1954) work

* @Groove analyzed 136 studies comparing the accuracy of
human and algorithmic decisions, e.g.,

* Medical and psychiatric diagnosis
* Human resources

* Student performance

* Job performance

* Criminal behavior

* Lie detection

* Business failure
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Human versus Algorithm

Meta Analysis by Grove et al. (2010)

WHO IS THE BETTER DECISION MAKER?

IT UNIVERSITY OF COPENHAGEN

On average, algorithmic decision
making was about 10% more
accurate than human judgment.

Superiority of the algorithm was
consistent regardless of task, type
of humans, amounts of experience,
or types of data beaning combined
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Human versus Algorithm

So why are people not always using
algorithmic decision making instead
of human judgment?
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Human versus Algorithm

DirectPoll
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http://etc.ch/rU2t

~
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Human versus Algorithm

Experiments by Dietvorst at al. (2014) — MBA Admissions

Undergraduate Degree A Business

GMAT - Verbal 41/60

GMAT - Quantitative ' 47/60

Essay Score Good

Interview Score Good rG

Work Experience (years) _ 5 A

Average Salary . $55,333 94 A

Average of Parents' Education Undergraduate degree(s) gg :
91 A
90 A
89 B
88 B
87 B
86 B
85 B
84 B
83 B
82 B
81 B
80 B
79 C
78 C
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75 C




Human versus Algorithm

Experiments by Dietvorst at al. (2014) — MBA Admissions

The algorithm was 15-29% more accurate than the
human judges

IT UNIVERSITY OF COPENHAGEN
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Human versus Algorithm

Experiments by Dietvorst at al. (2014) — MBA Admissions

Percent choosing algorithm
to predict MBA student’s performance

90%

Study 1

80% *

70% T T

60% l 1]

50%

40%

30% 65% 63%

20%

10% 26% 23%

0%
Control Saw Results of Saw Results of Saw Results of

Human's Model's Model's and
Forecasts Forecasts Human's

Forecasts

Effect of seeing model: y%(1, N =361) = 57.48, p < .001

IT UNIVERSITY OF COPENHAGEN Effect of seeing human: y%(1, N=361) =0.14, p =.706



Implications



Will a robot take your job?

© 11 September 2015 f © ¥ [ < Share

Type your job title into the search box below to find out the likelihood that it could be
automated within the next two decades.

About 35% of current jobs in the UK are at high risk of computerisation over the following
20 years, according to a study by researchers at Oxford University and Deloitte.

AT

X lam a...
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=
|

m Can't find your job? Browse the full list

2

2

O

Find out my automation risk >

8

> S « _.Shw
Source: https://www.bbc.com/news/technology-34066941
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